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AT
HL

ET
E

3

Information sources
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AI & Machine learning
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Example of using association rules with omics
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Example of using association rules with omics



AT
HL

ET
E

14

AI & Machine learning
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IT’S A
CUPCAKE
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Example of using XAI with predictive purposes
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IT’S AN
APPLE
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AI FOR PREDICTION
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Unprecedented ability to 
make accurate predictions
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PRECISION MEDICINE
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Complexities of omics data

❑ High dimensionality

❑ Need to mine complex
patterns of interactions

❑ Multicollinearity

❑ Heterogenous data

❑ Low sample size

Machine learning 
& AI tools

DATA INTEGRATION TO POWER 
PRECISION MEDICINE

Poses serious 
analytical challenges
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A CLINICAL DECISION 
SUPPORT SYSTEM is a 

computerized program that 
supports determinations, 

judgments, and courses of 
action in healthcare

AI & 
CLINICAL DECISION SUPPORT SYSTEMS
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A CLINICAL DECISION 
SUPPORT SYSTEM is a 

computerized program that 
supports determinations, 

judgments, and courses of 
action in healthcare

AI & 
CLINICAL DECISION SUPPORT SYSTEMS

27

Are we ready?

Trustworthy Fair & Ethics eXplicable
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PREDICTIVE 
PERFORMANCE

INTERPRETABILITY
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THE BLACK BOX PARADOX: 
prediction vs eXplainability

Many ML techniques can integrate high-dim data 
from different information sources, with 

high predictive performances. 

Nevertheless, often, prediction is achieved at the 
cost of their interpretability

We see the inputs and 
the predictions 
(output), but the 

processes in between 
remain hidden
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Machine Learning: prediction vs eXplainability
In healthcare, otherwise, when we build predictive models, we are interested not only in predicting well the 

outcome but also in understanding the model, which can help us generate new knowledge: 

• Importance of predictors

• Directionality of associations

Especially necessary 
in the case of

multi-modal data

The XAI trend…
recommends using ML models 

whose nature is self-explanatory
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XAI: concepts, taxonomies & opportunities

• eXplainability refers to the degree at which a given 
model tries to clarify or detail its internal functions

• Interpretability refers to the level at which a given 
model makes sense for a human Observer           
(also known as transparency)

THREE EXPLAINABLE MODELS WITH DIFFERENT LEVELS OF INTERPRETABILITY/TRANSPARENCY
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XAI for healthcare

Interpretability is 
A MUST

if talk about 
CLINICAL 

APPLICATIONS

In many cases, it is more

important to understand

"how the decision was

made" than the decision

itself…
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XAI: POST-HOC EXPLAINERS

SOMETIMES, MODELS ARE NOT INTERPRETABLE/TRANSPARENT BY 
THEMSELVES BUT WE CAN MAKE THEM SO USING POST-HOC EXPLAINERS 
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P
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ts

SHAP values (SHapley Additive exPlanations)

Patient 1

SHAP produces a matrix with the 
individual contribution of each feature 

for each example or observation

SHAP values (SHapley Additive exPlanations) is a method based on 
cooperative game theory and used to increase transparency and 
interpretability of black box algorithms

Cardiovascular risk prediction for a specific patient 
will result from the sum of all feature contributions

Ag
e

Se
x

BP BM
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SHAP values (SHapley Additive exPlanations)

GLOBAL LEVEL EXPLANATIONS:LOCAL LEVEL EXPLANATIONS:

• Feature importance (ranking of variables)

• Directionality of associations

• Understanding
contributing risk
factor for specific
individuals or
population subgroups

• Identifying the reason 
why the model failed 
prediction in some 
individuals



AT
HL

ET
E

35

CASE STUDY: A real story on how to use XAI 
for helping children with obesity
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N=64

~ 3 years

N=26

Genetics

Epigenetics

Clinical

All codes available in

https://github.com/AlvaroTo
rresMartos/IR_prediction

MSc Álvaro Torres 
Martos

CASE 
STUDY:

Dra. Aguilera-
García

Concepción

Dr. Jesús 
Alcalá-Fdez
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CASE STUDY: Research context
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CASE STUDY: Research context
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CASE STUDY: Research context

González-Muniesa, P, et al. Obesity. Nature Reviews
Disease Primers. 2017;15;3:17034. doi:
10.1038/nrdp.2017.34.
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CASE STUDY: Research context
Pediatric obesity can drastically heighten the risk of 

cardiometabolic alterations later in life, with insulin resistance 
(IR) standing as the cornerstone linking adiposity to the 

increased cardiovascular risk

Puberty has been pointed out as a critical 
stage upon which obesity-associated IR 

is more difficult to revert
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Early childhood appears as a magnificent window of opportunity for the implementation 

of preventive actions against obesity-associated IR worsening and appearance

CASE STUDY: Research context
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CASE STUDY: insulin resistance prediction 
is not a trivial task

The adoption of longitudinal designs

The integration of factors of varying nature involved in its onset (i.e., genetics, epigenetics, proteins, clinical
and endogenous factors, and of course the environment) 

Normally, these layers are high-dimensional
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N=64

~ 3 years

N=26

Genetics

Epigenetics

Clinical

All codes available in

https://github.com/AlvaroTo
rresMartos/IR_prediction
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• Outliers treatment

• Missing data

• Data dimensionality

44

GOOD PRACTICES
FOR GENERATING CDSSs WITH
MULTI-OMICS & CLINICAL DATA

N=64

~ 3 years

N=26

DATA 
PRE-PROCESSING

ML MODEL 
CONSTRUCTION
& DATA FUSION

MODEL 
INTERPRETATION

Genetics

Epigenetics

Clinical

• Model selection

• Performance metrics

• Data fusion

• Validation

• How to use             
POST-HOC explainers
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Final Model explanation
A final model was generated using the whole dataset for interpretation

RandomForest

A sensitivity value of 1 indicates that the system has
correctly predicted all true positives, without false negatives

Breiman rated RF as 

A+ for prediction but F 

for interpretability
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Final Model explanation: Knowledge extraction
Global explanations

Although RF uses certain variables more frequently than others to make predictions, it is important to note that IT IS 

THE SUM ALL feature SHAP values what determines the prediction towards one class or another in each patient

• Each individual/patient
is a dot

• Combination of
biomarkers from both 
layers in the top 
ranking

• Directionality of associations
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Final Model explanation: Personalized intervention
• We can go deeper into the explanations (at the level of individuals or small groups of them)

• If we identify which are the risk factors for a specific individual, we might define personalized intervention plans 

1. Start intervention to induce hypermethylation of HDAC4 (if any) 

2. Treating iron deficiency

3. Anti-inflammatory intervention to revert leptin dysregulation

Patient 1
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Local explanations

The study of SHAP values for ALR and HDAC4, can help us to identify thresholds with potential clinical utility. 

ADIPONECTIN-LEPTIN RATIO

HDAC4

0.8

5.2

fe
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In the x axis the range of values for the predictor in each individual are shown

Final Model explanation: Clinical thresholds
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What happened in those individuals in which prediction 
failed?

Group of 9, which 

the model predicts 

as IR though they 

are noIR.
DNAm+ ALR&BMI+

USE SHAP FOR
Understanding model 

errors

Novel ways of using SHAP values
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▪ DNAm+/ALR&BMI+

New group
nonIR

What happens in these 9 subjects?

They drastically 
decreased their BMI 
during the three years 
intervention
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▪ DNAm+/ALR&BMI+

New group
nonIR

What happens in these 9 subjects?

They drastically 
decreased their BMI 
during the three years 
intervention
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A message of hope –
predictions are not deterministic
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KEY HOME MESSAGES
1. Specialists need to understand the decision-making mechanisms of 

ML-based CDSS, especially in high-risk areas such as healthcare, 
where system decisions may affect people’s lives.

2. Integrating multi-omics and external data for predictive purposes 
require the careful design of analytic pipeline (data QUALITY, 
processing, fusion, model selection,…).

3. Transparent models should be prioritized for CDSS construction, and 
if not, post-hoc explainers should be used.

4. Post-hoc explainers such as SHAP can be exploited in many different 
ways (clustering, visualization techniques), to get the most out of 
predictive models.
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