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Abstract Free boundary problems are those described by PDE that exhibit a priori
unknown (free) interfaces or boundaries. Such type of problems appear in Physics,
Geometry, Probability, Biology, or Finance, and the study of solutions and free
boundaries uses methods from PDE, Calculus of Variations, and GeometricMeasure
Theory. The main mathematical challenge is to understand the regularity of free
boundaries. The Stefan problem and the obstacle problem are the most classical and
motivating examples in the study of free boundary problems. A milestone in this
context is the classical work of Caffarelli, in which he established for the first time
the regularity of free boundaries in the obstacle problem, outside a certain set of
singular points. This is one of the main results for which he got the Wolf Prize in
2012 and the Shaw Prize in 2018.
The goal of these notes is to introduce the obstacle problem, prove some of the main
known results in this context, and give an overview of more recent research on this
topic.

1 Introduction

The most basic mathematical question in PDEs is that of regularity:

Are all solutions to a given PDE smooth, or may they have singularities?

In some cases, all solutions are smooth and no singularities appear (as in Hilbert’s
XIXth problem [12, 30, 31]). However, in many other cases singularities do appear,
and then the main issue becomes the structure of the singular set.

In these notes we will study a special type of elliptic PDE: a free boundary
problem. In this kind of problems we are not only interested in the regularity of
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a solution u, but also in the study of an a priori unknown interphase Γ (the free
boundary).

As explained later, there is a wide variety of problems in physics, industry,
biology, finance, and other areas which can be described by PDEs that exhibit free
boundaries. Many of such problems can be written as variational inequalities, for
which the solution is obtained by minimizing a constrained energy functional. And
the most important and canonical example is the classical obstacle problem.

The obstacle problem

Given a smooth function ϕ, the obstacle problem is the following:

minimize
1
2

∫
Ω

|∇v |2dx among all functions v ≥ ϕ. (1)

Here, the minimization is subject to boundary conditions v |∂Ω = g.
The interpretation of such problem is clear: One looks for the least energy function

v, but the set of admissible functions consists only of functions that are above a certain
“obstacle” ϕ.

In 2D, one can think of the solution v as a “membrane” which is elastic and is
constrained to be above ϕ (see Figure 1).

The Euler–Lagrange equation of the minimization problem is the following:
v ≥ ϕ in Ω
∆v ≤ 0 in Ω
∆v = 0 in the set {v > ϕ},

(2)

together with the boundary conditions v |∂Ω = g.
Indeed, notice that if we denote E(v) = 1

2

∫
Ω
|∇v |2dx, then we will have

E(v + εη) ≥ E(v) for every ε ≥ 0 and η ≥ 0, η ∈ C∞c (Ω),

which yields ∆v ≤ 0 in Ω. That is, we can perturb v with nonnegative functions
(εη) and we always get admissible functions (v + εη). However, due to the constraint
v ≥ ϕ, we cannot perturb v with negative functions in all of Ω, but only in the set
{v > ϕ}. This is why we get ∆v ≤ 0 everywhere in Ω, but ∆v = 0 only in {v > ϕ}.
(We will show later that any minimizer v of (1) is continuous, so that {v > ϕ} is
open.)

Alternatively, we may consider u := v − ϕ, and the problem is equivalent to
u ≥ 0 in Ω
∆u ≤ f in Ω
∆u = f in the set {u > 0},

(3)

where f := −∆ϕ.
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v

ϕ

−∆v ≥ 0 everywhere v ≥ ϕ everywhere

∆v = 0 in {v > ϕ}

Fig. 1 The function v minimizers the Dirichlet energy among all functions with the same boundary
values situated above the obstacle.

Such solution u can be obtained as follows:

minimize
∫
Ω

{
1
2
|∇u|2 + f u

}
dx among all functions u ≥ 0. (4)

In other words, we can make the obstacle just zero, by adding a right-hand side
f . Here, the minimization is subject to the boundary conditions u|∂Ω = g̃, with
g̃ := g − ϕ.

On the Euler–Lagrange equations

As said above, the Euler–Lagrange equations of the minimization problem (1) are:

(i) v ≥ ϕ in Ω (v is above the obstacle).
(ii) ∆v ≤ 0 in Ω (v is a supersolution).
(iii) ∆v = 0 in {v > ϕ} (v is harmonic where it does not touch the obstacle).

These are inequalities, rather than a single PDE. Alternatively, one can write also
the Euler–Lagrange equations in the following way

min{−∆v, v − ϕ} = 0 in Ω. (5)

Of course, the same can be done for the equivalent problem (3). In that case,
moreover, the minimization problem (4) is equivalent to

minimize
∫
Ω

{
1
2
|∇u|2 + f u+

}
dx, (6)
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where u+ = max{u,0}. In this way, we can see the problem not as a constrained
minimization but as a minimization problem with a non-smooth term u+ in the
functional. The Euler–Lagrange equation for this functional is then

∆u = f χ{u>0} in Ω. (7)

(Here, χA denotes the characteristic function of a set A ⊂ Rn.) We will show this in
detail later.

The free boundary

Let us take a closer look at the obstacle problem (3).
One of the most important features of such problem is that it has two unknowns:

the solution u, and the contact set {u = 0}. In other words, there are two regions in
Ω: one in which u = 0; and one in which ∆u = f .

These regions are characterized by the minimization problem (4). Moreover, if
we denote

Γ := ∂{u > 0} ∩Ω,

then this is called the free boundary, see Figure 2.

{u = 0} {u > 0}
∆u = f

Fig. 2 The free boundary could, a priori, be very irregular.

The obstacle problem is a free boundary problem, as it involves an unknown
interface Γ as part of the problem.

Moreover, if we assume Γ to be smooth, then it is easy to see that the fact that u
is a nonnegative supersolution must imply ∇u = 0 on Γ, that is, we will have that
u ≥ 0 solves 

∆u = f in {u > 0}
u = 0 on Γ
∇u = 0 on Γ.

(8)
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This is an alternative way to write the Euler–Lagrange equation of the problem. In
this way, the interface Γ appears clearly, and we see that we have both Dirichlet and
Neumann conditions on Γ.

This would usually be an over-determined problem (too many boundary condi-
tions on Γ), but since Γ is also free, it turns out that the problem has a unique solution
(where Γ is part of the solution, of course).
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2 Some motivations and applications

Let us briefly comment on some of the main motivations and applications in the
study of the obstacle problem. We refer to the books [18, 16, 25, 33, 21, 32], for
more details and further applications of obstacle-type problems.

Fluid filtration

The so-called Dam problem aims to describe the filtration of water inside a porous
dam. One considers a dam separating two reservoirs of water at different heights,
made of a porous medium (permeable to water). Then there is some transfer of water
across the dam, and the interior of the dam has a wet part, where water flows, and a
dry part. In this setting, an integral of the pressure (with respect to the height of the
column of water at each point) solves the obstacle problem, and the free boundary
corresponds precisely to the interphase separating the wet and dry parts of the dam.
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Phase transitions

The Stefan problem, dating back to the 19th century, is one of the most classical
and important free boundary problems. It describes the temperature of a homoge-
neous medium undergoing a phase change, typically a body of ice at zero degrees
submerged in water.

In this context, it turns out that the integral of the temperature θ(x, t), namely
u(x, t) :=

∫ t

0 θ, solves the parabolic version of the obstacle problem,

ut − ∆u = χ{u>0} in Ω × (0,T) ⊂ R3 × R,

∂tu ≥ 0,
u ≥ 0.

The moving interphase separating the solid and liquid is exactly the free boundary
∂{u > 0}.

Hele-Shaw flow

This 2D model, dating back to 1898, describes a fluid flow between two flat parallel
plates separated by a very thin gap. Various problems in fluid mechanics can be
approximated to Hele-Shaw flows, and that is why understanding these flows is
important.

AHele-Shaw cell is an experimental device in which a viscous fluid is sandwiched
in a narrow gap between two parallel plates. In certain regions, the gap is filled with
fluid while in others the gap is filled with air. When liquid is injected inside the
device though some sinks (e.g. though a small hole on the top plate) the region filled
with liquid grows. In this context, an integral of the pressure solves, for each fixed
time t, the obstacle problem. In a similar way to the Dam problem, the free boundary
corresponds to the interface between the fluid and the air regions.

Optimal stopping, finance

In probability and finance, the obstacle problem appears when considering optimal
stopping problems for stochastic processes.

Indeed, consider a random walk (Brownian motion) inside a domain Ω ⊂ Rn,
and a payoff function ϕ defined on the same domain. We can stop the random walk
at any moment, and we get the payoff at that position. We want to maximize the
expected payoff (by choosing appropriately the stopping strategy). Then, it turns
out that the highest expected payoff v(x) starting at a given position x satisfies the
obstacle problem (2), where the contact set {v = ϕ} is the region where we should
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immediately stop the random walk and get the payoff, while {v > ϕ} is the region
where we should wait.

Interacting particle systems

Large systems of interacting particles arise in physical, biological, or material sci-
ences.

In some some models the particles attract each other when they are far, and
experience a repulsive force when they are close. In other related models in statistical
mechanics, the particles (e.g. electrons) repel with a Coulomb force and one wants
to understand their behavior in presence of some external field that confines them.

In this kind of models, a natural and interesting question is to determine the “equi-
librium configurations”. For instance, in Coulomb systems the charges accumulate
in some region with a well defined boundary. Interestingly, these problems are equiv-
alent to the obstacle problem— namely, the electric potential u = u(x) generated by
the charges solves such problem — and the contact set {u = 0} corresponds to the
region in which the particles concentrate.

3 Basic properties of solutions

We proceed now to study the basic properties of solutions u ≥ 0 to the obstacle
problem (4) or (6).

Existence of solutions

Since problem (4) is a minimization of a convex functional, the existence and unique-
ness of solutions is standard.

Proposition 1 (Existence and uniqueness) Let Ω ⊂ Rn be any bounded Lipschitz
domain, and let g : ∂Ω→ R be such that

C =
{
u ∈ H1(Ω) : u ≥ 0 in Ω, u|∂Ω = g

}
, �.

Then, for any f ∈ L2(Ω) there exists a unique minimizer of

1
2

∫
Ω

|∇u|2dx +
∫
Ω

f u

among all functions u satisfying u ≥ 0 in Ω and u|∂Ω = g.

The proof is left as an exercise to the reader.
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Furthermore, we have the following equivalence. (Recall that we denote u+ =
max{u,0}, and u− = max{−u,0}, so that u = u+ − u−.)

Proposition 2 Let Ω ⊂ Rn be any bounded Lipschitz domain, and let g : ∂Ω → R
be such that

C =
{
u ∈ H1(Ω) : u ≥ 0 in Ω, u|∂Ω = g

}
, �.

Then, the following are equivalent.

(i) u minimizes 1
2

∫
Ω
|∇u|2 +

∫
Ω

f u among all functions satisfying u ≥ 0 in Ω and
u|∂Ω = g.

(ii) u minimizes 1
2

∫
Ω
|∇u|2 +

∫
Ω

f u+ among all functions satisfying u|∂Ω = g.

Proof The two functionals coincide whenever u ≥ 0. Thus, the only key point is
to prove that the minimizer in (ii) must be nonnegative, i.e., u = u+. (Notice that
since C , � then g ≥ 0 on ∂Ω.) To show this, recall that the positive part of any H1

function is still in H1, and moreover |∇u|2 = |∇u+ |2 + |∇u− |2. Thus, we have that

1
2

∫
Ω

|∇u+ |2 +
∫
Ω

f u+ ≤
1
2

∫
Ω

|∇u|2 +
∫
Ω

f u+,

with strict inequality unless u = u+. Thismeans that anyminimizer u of the functional
in (ii) must be nonnegative, and thus we are done. �

Let us next prove that any minimizer of (4) is actually a solution to (9) below.
We recall that we always assuming that obstacles are as smooth as necessary,

ϕ ∈ C∞(Ω), and therefore we assume here that f ∈ C∞(Ω) as well.

Proposition 3 Let Ω ⊂ Rn be any bounded Lipschitz domain, f ∈ C∞(Ω), and u be
any minimizer of (4) subject to the boundary conditions u|∂Ω = g.

Then, u solves
∆u = f χ{u>0} in Ω (9)

in the weak sense.

Proof Notice that, by Proposition 2, u is actually a minimizer of

E(u) =
1
2

∫
Ω

|∇u|2 +
∫
Ω

f u+

subject to the boundary conditions u|∂Ω = g.
Thus, for any η ∈ H1

0 (Ω), we have

E(u + εη) ≥ E(u),

where

E(u + εη) = E(u) + ε
∫
Ω

∇u · ∇η +
ε2

2

∫
Ω

|∇η |2 +

∫
Ω

f (u + εη)+.

Now, we want to take the derivative in ε at ε = 0. However, notice that
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lim
ε→0+

(u + εη)+ − u+

ε
=

{
η in {u > 0}
η+ in {u = 0}.

and
lim
ε→0−

(u + εη)+ − u+

ε
=

{
η in {u > 0}
η− in {u = 0}.

Thus, taking first η ≤ 0, and using the dominated convergence theorem, we get

0 =
d
dε

����
ε=0+
E(u + εη) =

∫
Ω

∇u · ∇η +
∫
Ω

f χ{u>0}η

for all η ∈ H1
0 (Ω) with η ≤ 0 in Ω. Then, taking η ≥ 0 we get

0 =
d
dε

����
ε=0−
E(u + εη) =

∫
Ω

∇u · ∇η +
∫
Ω

f χ{u>0}η

for all η ∈ H1
0 (Ω) with η ≥ 0 in Ω.

Thus, we have proved that the identity∫
Ω

∇u · ∇η +
∫
Ω

f χ{u>0}η = 0

holds for every η ≥ 0, and also for every η ≤ 0. But then for any η ∈ H1
0 (Ω) we can

use that η = η+ − η− in Ω, and ∇η = ∇η+ − ∇η− a.e. in Ω, to deduce that∫
Ω

∇u · ∇η +
∫
Ω

f χ{u>0}η = 0 for all η ∈ H1
0 (Ω).

Hence, ∆u = f χ{u>0} in Ω, as wanted. �

As a consequence, we find:

Corollary 1 Let Ω ⊂ Rn be any bounded Lipschitz domain, f ∈ C∞(Ω), and u be
any minimizer of (4) subject to the boundary conditions u|∂Ω = g.

Then, u is C1,α inside Ω, for every α ∈ (0,1).

Proof By Proposition 3, u solves

∆u = f χ{u>0} in Ω.

Since f χ{u>0} ∈ L∞(Ω), then by standard regularity estimates we deduce that
u ∈ C1,1−ε for every ε > 0. �

Optimal regularity of solutions

Thanks to the previous results, we know that any minimizer of (4) solves (9) and is
C1,α. From now on, we will localize the problem and study it in a ball:
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u ≥ 0 in B1
∆u = f χ{u>0} in B1.

(10)

Our next goal is to answer the following question:

Question: What is the optimal regularity of solutions?

First, a few important considerations. Notice that in the set {u > 0} we have
∆u = f , while in the interior of {u = 0} we have ∆u = 0 (since u ≡ 0 there).

Thus, since f is in general not zero, then ∆u is discontinuous across the free
boundary ∂{u > 0} in general. In particular, u < C2.

We will now prove that any minimizer of (4) is actually C1,1, which gives the:

Answer: u ∈ C1,1 (second derivatives are bounded but not continuous)

The precise statement and proof are given next.

Theorem 1 (Optimal regularity)
Let f ∈ C∞(B1), and u be any solution to (10). Then, u is C1,1 inside B1/2, with

the estimate
‖u‖C1,1(B1/2) ≤ C

(
‖u‖L∞(B1) + ‖ f ‖Lip(B1)

)
.

The constant C depends only on n.

To prove this, the main step is the following.

Lemma 1 Let u be any solution to (10). Let x◦ ∈ B1/2 be any point on {u = 0}.
Then, for any r ∈ (0, 1

4 ) we have

0 ≤ sup
Br (x◦)

u ≤ Cr2,

with C depending only on n and ‖ f ‖L∞(B1).

Proof We have that ∆u = f χ{u>0} in B1, with f χ{u>0} ∈ L∞(B1). Thus, since
u ≥ 0, we can use the Harnack inequality for the equation ∆u = f χ{u>0} in B2r (x◦),
to find

sup
Br (x◦)

u ≤ C
(

inf
Br (x◦)

u + r2‖ f χ{u>0}‖L∞(B2r (x◦))

)
.

Since u ≥ 0 and u(x◦) = 0, this yields supBr (x◦)
u ≤ C‖ f ‖L∞(B1)r

2, as wanted. �

We have proved that:

At every free boundary point x◦, u grows (at most) quadratically.

As shown next, this easily implies the C1,1 regularity.

Proof (Proof of Theorem 1) Dividing u by a constant if necessary, we may assume
that ‖u‖L∞(B1) + ‖ f ‖C0,α (B1) ≤ 1, where α ∈ (0,1) is fixed.
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We already know that u ∈ C∞ in the set {u > 0} (since ∆u = f ∈ C∞), and also
inside the set {u = 0} (since u = 0 there). Moreover, on the interface Γ = ∂{u > 0}
we have proved the quadratic growth supBr (x◦)

u ≤ Cr2. Let us prove that this yields
the C1,1 bound we want.

Let x1 ∈ {u > 0}∩B1/2, and let x◦ ∈ Γ be the closest free boundary point. Denote
ρ = |x1 − x◦ |. Then, we have ∆u = f in Bρ(x1).

By Schauder estimates, we find

‖D2u‖L∞(Bρ/2(x1)) ≤ C
(

1
ρ2 ‖u‖L∞(Bρ (x1)) + ‖ f ‖C0,α (B1)

)
.

But by the growth proved in the previous Lemma, we have ‖u‖L∞(Bρ (x1)) ≤ Cρ2,
which yields

‖D2u‖L∞(Bρ/2(x1)) ≤ C.

In particular,
|D2u(x1)| ≤ C.

Since we can do this for each x1 ∈ {u > 0} ∩ B1/2, it follows that ‖u‖C1,1(B1/2) ≤ C,
as wanted. �

The overall strategy of the proof of optimal regularity is summarized in Figure 3.

{u = 0} {u = 0} {u = 0}
∂{u = 0} ∂{u = 0} ∂{u = 0}

quadratic
growth by
Lemma 1

u ∈ C1,1 by
interior

estimates

u u u

Cr2 Cr2

Fig. 3 Strategy of the proof of Theorem 1.

Nondegeneracy

We now want to prove that, at all free boundary points, u grows at least quadratically
(we already know at most quadratically).

That is, we want
0 < cr2 ≤ sup

Br (x◦)

u ≤ Cr2 (11)

for all free boundary points x◦ ∈ ∂{u > 0}.
This property is essential in order to study the free boundary later.
For this, we need the following:

Assumption: The right hand side f satisfies
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f ≥ c◦ > 0

in the ball B1.

(Actually, it is common to simply assume f ≡ 1, since this is the right hand side
that arises naturally in many models.)

Proposition 4 (Nondegeneracy)
Let u be any solution to (10). Assume that f ≥ c◦ > 0 in B1. Then, for every free

boundary point x◦ ∈ ∂{u > 0} ∩ B1/2, we have

0 < cr2 ≤ sup
Br (x◦)

u ≤ Cr2 for all r ∈ (0, 1
2 ),

with a constant c > 0 depending only on n and c◦.

Proof Let x1 ∈ {u > 0} be any point close to x◦ (we will then let x1 → x◦ at the
end of the proof).

Consider the function

w(x) := u(x) −
c◦
2n
|x − x1 |

2.

Then, in {u > 0} we have

∆w = ∆u − c◦ = f − c◦ ≥ 0

and hence −∆w ≤ 0 in {u > 0} ∩ Br (x1). Moreover, w(x1) > 0.
By themaximumprinciple,w attains a positivemaximumon ∂

(
{u > 0}∩Br (x1)

)
.

But on the free boundary ∂{u > 0} we clearly have w < 0. Therefore, there is a point
on ∂Br (x1) at which w > 0. In other words,

0 < sup
∂Br (x1)

w = sup
∂Br (x1)

u −
c◦
2n

r2.

Letting now x1 → x◦, we find sup∂Br (x◦)
u ≥ cr2 > 0, as desired. �

Summary of basic properties

Let u be any solution to the obstacle problem

u ≥ 0 in B1,
∆u = f χ{u>0} in B1.

Then, we have:

• Optimal regularity: ‖u‖C1,1(B1/2) ≤ C
(
‖u‖L∞(B1) + ‖ f ‖Lip(B1)

)
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• Nondegeneracy: If f ≥ c◦ > 0, then

0 < cr2 ≤ sup
Br (x◦)

u ≤ Cr2 for all r ∈ (0, 1
2 )

at all free boundary points x◦ ∈ ∂{u > 0} ∩ B1/2.

Using these properties, we can now start the study of the free boundary.

4 Regularity of free boundaries: an overview

From now on, we consider any solution to

u ∈ C1,1(B1),

u ≥ 0 in B1,

∆u = f in {u > 0},
(12)

(see Figure 4) with
f ≥ c◦ > 0 and f ∈ C∞. (13)

{u = 0}

∂B1

∆u = f

Γ

u ∈ C1,1

Fig. 4 A solution to the obstacle problem in B1.

Notice that on the interface

Γ = ∂{u > 0} ∩ B1

we have that

u = 0 on Γ,
∇u = 0 on Γ.
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The central mathematical challenge in the obstacle problem is to

Understand the geometry/regularity of the free boundary Γ.

Notice that, even if we already know the optimal regularity of u (it is C1,1), we
know nothing about the free boundary Γ. A priori Γ could be a very irregular object,
even a fractal set with infinite perimeter.

As we will see, under the natural assumption f ≥ c◦ > 0, it turns out that free
boundaries are always smooth, possibly outside a certain set of singular points. In
fact, in our proofs we will assume for simplicity that f ≡ 1 (or constant). We do that
in order to avoid x-dependence and the technicalities associated to it, which gives
cleaner proofs. In this way, the main ideas behind the regularity of free boundaries
are exposed.

Regularity of free boundaries: main results

Assume from now on that u solves (12)-(13). Then, the main known results on the
free boundary Γ = ∂{u > 0} can be summarized as follows:

• At every free boundary point x◦ ∈ Γ, we have

0 < cr2 ≤ sup
Br (x◦)

u ≤ Cr2 ∀r ∈ (0, 1
2 )

• The free boundary Γ splits into regular points and singular points.

• The set of regular points is an open subset of the free boundary, and Γ is C∞ near
these points.

• Singular points are those at which the contact set {u = 0} has density zero, and
these points (if any) are contained in an (n − 1)-dimensional C1 manifold.

Summarizing, the free boundary is smooth, possibly outside a certain set of
singular points. See Figure 5.

{u = 0}
{u = 0}

∆u = f in {u > 0}

all regular points

one singular point
(the contact set has zero density)

Fig. 5 Singular points are those where the contact set has zero density.
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So far, we have not even proved that Γ has finite perimeter, or anything at all
about Γ. Our goal will be to prove that Γ is C∞ near regular points. This is the main
and most important result in the obstacle problem. It was proved by Caffarelli in
1977, and it is one of the major results for which he received the Wolf Prize in 2012
and the Shaw Prize in 2018.

Overview of the strategy

To prove these regularity results for the free boundary, one considers blow-ups.
Namely, given any free boundary point x◦ for a solution u of (12)-(13), one takes the
rescalings

ur (x) :=
u(x◦ + r x)

r2 ,

with r > 0 small. This is like “zooming in” at a free boundary point.
The factor r−2 is chosen so that

‖ur ‖L∞(B1) ≈ 1

as r → 0; recall that 0 < cr2 ≤ supBr (x◦)
u ≤ Cr2.

Then, by C1,1 estimates, we will prove that a subsequence of ur converges to a
function u0 locally uniformly in Rn as r → 0. Such function u0 is called a blow-up
of u at x◦.

Any blow-up u0 is a global solution to the obstacle problem, with f ≡ 1 (or with
f ≡ ctt > 0).

Then, the main issue is to classify blow-ups: that is, to show that

either u0(x) = 1
2 (x · e)

2
+ (this happens at regular points)

or u0(x) = 1
2 xT Ax (this happens at singular points).

Here, e ∈ Sn−1 is a unit vector, and A ≥ 0 is a positive semi-definite matrix satisfying
trA = 1. Notice that the contact set {u0 = 0} becomes a half-space in case of regular
points, while it has zero measure in case of singular points; see Figure 6.

Once this is done, one has to “transfer” the information from the blow-up u0 to
the original solution u. Namely, one shows that, in fact, the free boundary is C1,α

near regular points (for some small α > 0).
Finally, once we know that the free boundary isC1,α, then we will “bootstrap” the

regularity to C∞, by using fine estimates for harmonic functions in Ck ,α domains.

Classifying blow-ups is not easy. Generally speaking, classifying blow-ups is of
similar difficulty to proving regularity estimates.

Thus, how can we classify blow-ups? Do we get any extra information on u0 that
we did not have for u? (Otherwise it seems hopeless!)
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u0(x) = (x · e)2+ u0(x) = x21

Fig. 6 Possible blow-ups of the solution to the obstacle problem at free boundary points.

The answer is yes: Convexity.Wewill prove that all blow-ups are always convex.
This is a huge improvement, since this yields that the contact set {u0 = 0} is also
convex. Furthermore, we will show that blow-ups are also homogeneous.

So, before the blow-up we had no information on the set {u = 0}, but after the
blow-up we get that {u0 = 0} is a convex cone. Thanks to this we will be able to
classify blow-ups, and thus to prove the regularity of the free boundary.

The main steps in the proof of the regularity of the free boundary will be the
following:

1. 0 < cr2 ≤ supBr (x◦)
u ≤ Cr2

2. Blow-ups u0 are convex and homogeneous.
3. If the contact set has positive density at x◦, then u0(x) = 1

2 (x · e)
2
+.

4. Deduce that the free boundary is C1,α near x◦.
5. Deduce that the free boundary is C∞ near x◦.

The proofs that we will present here are a modified version of the original ones
due to Caffarelli (see [7]), together with some extra tools due to Weiss (see [40]).
We refer to [7], [32], and [40], for different proofs of the classification of blow-ups
and/or of the regularity of free boundaries.

5 Classification of blow-ups

The aim of this Section is to classify all possible blow-ups u0.



Regularity of free boundaries in obstacle problems 17

Convexity of blow-ups

The first important property about blow-ups is that they are convex. More precisely,
for the original solution u in B1, the closer we look to a free boundary point x◦, the
closer is the solution to being convex.

Recall that, for simplicity, from now on we will assume that f ≡ 1 in B1. This is
only to avoid x-dependence in the equation.

Therefore, from now on we consider a solution u satisfying (see Figure 7):

u ∈ C1,1(B1)

u ≥ 0 in B1

∆u = 1 in {u > 0}
0 is a free boundary point.

(14)

We will prove all the results around the origin (without loss of generality).

0

{u = 0}

B1

∆u = 1

Fig. 7 A solution u to the obstacle problem with f ≡ 1.

The convexity of blow-ups is given by the following.

Theorem 2 Let u0 ∈ C1,1 be any global solution to

u0 ≥ 0 in Rn

∆u0 = 1 in {u0 > 0}
0 is a free boundary point.

Then, u0 is convex.

We skip the proof of such result, and we refer to [7], [18] or [32] for more details.
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Homogeneity of blow-ups

We will now prove that blow-ups are homogeneous. This is not essential in the proof
of the regularity of the free boundary (see [7]), but it actually simplifies it. We will
show that, for the original solution u in B1, the closer we look at a free boundary
point x◦, the closer is the solution to being homogeneous.

Proposition 5 (Homogeneity of blow-ups)
Let u be any solution to (14). Then, any blow-up of u at 0 is homogeneous of

degree 2.

It is important to remark that not all global solutions to the obstacle problem inRn
are homogeneous. There exist global solutions u0 that are convex, C1,1, and whose
contact set {u0 = 0} is an ellipsoid, for example. However, thanks to the previous
result, we find that such non-homogeneous solutions cannot appear as blow-ups, i.e.,
that all blow-ups must be homogeneous.

To prove this, we will need the following monotonicity formula due to Weiss.

Theorem 3 (Weiss’ monotonicity formula)
Let u be any solution to (14). Then, the quantity

Wu(r) :=
1

rn+2

∫
Br

{ 1
2 |∇u|2 + u

}
−

1
rn+3

∫
∂Br

u2 (15)

is monotone in r , i.e.,

d
dr

Wu(r) :=
1

rn+3

∫
∂Br

(x · ∇u − 2u)2dx ≥ 0

for r ∈ (0,1).

Proof Let ur (x) = r−2u(r x), and observe that

Wu(r) =
∫
B1

{ 1
2 |∇ur |2 + ur

}
−

∫
∂B1

u2
r .

Using this, together with

d
dr

ur =
1
r
{x · ∇ur − 2ur } (16)

and
d
dr
(∇ur ) = ∇

d
dr

ur ,

we find
d
dr

Wu(r) =
∫
B1

{
∇ur · ∇

d
dr

ur +
d
dr

ur

}
− 2

∫
∂B1

ur
d
dr

ur .

Now, integrating by parts we get
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B1

∇ur · ∇
d
dr

ur = −
∫
B1

∆ur
d
dr

ur +
∫
∂B1

∂ν(ur )
d
dr

ur .

Since ∆ur = 1 in {ur > 0} and d
dr ur = 0 in {ur = 0}, then∫

B1

∇ur · ∇
d
dr

ur = −
∫
B1

d
dr

ur +
∫
∂B1

∂ν(ur )
d
dr

ur .

Thus, we deduce

d
dr

Wu(r) =
∫
∂B1

∂ν(ur )
d
dr

ur − 2
∫
∂B1

ur
d
dr

ur .

Using that on ∂B1 we have ∂ν = x · ∇, combined with (16), yields

d
dr

Wu(r) =
1
r

∫
∂B1

(x · ∇ur − 2ur )2 ,

which gives the desired result. �

We now give the:

Proof (Proof of Proposition 5) Let ur (x) = r−2u(r x), and notice that we have the
scaling property

Wur (ρ) = Wu(ρr),

for any r, ρ > 0.
If u0 is any blow-up of u at 0 then there is a sequence rj → 0 satisfying urj → u0

in C1
loc(R

n). Thus, for any ρ > 0 we have

Wu0 (ρ) = lim
rj→0

Wur j
(ρ) = lim

rj→0
Wu(ρrj) = Wu(0+).

Notice that the limit Wu(0+) := limr→0 Wu(r) exists, by monotonicity of W .
Hence, the function Wu0 (ρ) is constant in ρ. However, by Theorem 3 this yields

that x · ∇u0 − 2u0 ≡ 0 in Rn, and therefore u0 is homogeneous of degree 2. �

Remark 1 Here, we used that a C1 function u0 is 2-homogeneous (i.e. u0(λx) =
λ2u0(x) for allλ ∈ R+) if and only if x·∇u0 ≡ 2u0. This is because ∂λ |λ=1

{
λ−2u(λx)

}
=

x · ∇u0 − 2u0.

Classification of blow-ups

We next want to classify all possible blow-ups for solutions to the obstacle problem
(14). First, we will prove the following.

Proposition 6 Let u be any solution to (14), and let
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ur (x) :=
u(r x)

r2 .

Then, for any sequence rk → 0 there is a subsequence rk j → 0 such that

urk j −→ u0 in C1
loc(R

n)

as k j →∞, for some function u0 satisfying

u0 ∈ C1,1
loc (R

n)

u0 ≥ 0 in B1

∆u0 = 1 in {u0 > 0}
0 is a free boundary point
u0 is convex
u0 is homogeneous of degree 2.

(17)

Proof By C1,1 regularity of u, and by nondegeneracy, we have that

1
C
≤ sup

B1

ur ≤ C

for some C > 0. Moreover, again by C1,1 regularity of u, we have

‖D2ur ‖L∞(B1/r ) ≤ C.

Since the sequence {urk }, for rk → 0, is uniformly bounded in C1,1(K) for each
compact set K ⊂ Rn, then there is a subsequence rk j → 0 such that

urk j −→ u0 in C1
loc(R

n)

for some u0 ∈ C1,1(K). Moreover, such function u0 satisfies ‖D2u0‖L∞(K) ≤ C, with
C independent of K , and clearly u0 ≥ 0 in K .

The fact that ∆u0 = 1 in {u0 > 0} ∩K can be checked as follows. For any smooth
function η ∈ C∞c ({u > 0} ∩ K) we will have that, for k j large enough, urk j > 0 in
the support of η, and thus ∫

Rn
∇urk j · ∇η dx =

∫
Rn
η dx.

Since urk j → u0 in C1(K) then we can take the limit k j →∞ to get∫
Rn
∇u0 · ∇η dx =

∫
Rn
η dx.

Since this can be done for any η ∈ C∞c ({u > 0} ∩ K), and for every K ⊂ Rn, it
follows that ∆u0 = 1 in {u0 > 0}.
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The fact that 0 is a free boundary point for u0 follows simply by taking limits
to urk j (0) = 0 and ‖urk j ‖L∞(Bρ ) ≈ ρ2 for all ρ ∈ (0,1). Finally, the convexity and
homogeneity of u0 follow from Theorem 2 and Proposition 5. �

Our next goal is to prove the following.

Theorem 4 (Classification of blow-ups)
Let u be any solution to (14), and let u0 be any blow-up of u at 0. Then,

(a) either
u0(x) =

1
2
(x · e)2+

for some e ∈ Sn−1.
(b) or

u0(x) =
1
2

xT Ax

for some matrix A ≥ 0 with tr A = 1.

It is important to remark here that, a priori, different subsequences could lead to
different blow-ups u0.

In order to establish Theorem 4, we will need the following.

Lemma 2 Let Σ ⊂ Rn be any closed convex cone with nonempty interior, and with
vertex at the origin. Let w ∈ C(Rn) be a function satisfying ∆w = 0 in Σc , w > 0 in
Σc , and w = 0 in Σ.

Assume in addition that w is homogeneous of degree 1. Then, Σ must be a half-
space.

Proof By convexity of Σ, there exists a half-space H = {x · e > 0}, with e ∈ Sn−1,
such that H ⊂ Σc .

Let v(x) = (x · e)+, which is harmonic and positive in H, and vanishes in Hc . By
Hopf Lemma, we have that w ≥ c◦dΣ in Σc ∩ B1, where dΣ(x) = dist(x,Σ) and c◦
is a small positive constant. In particular, since both w and dΣ are homogeneous of
degree 1, we deduce that w ≥ c◦dΣ in all of Σc . Notice that, in order to apply Hopf
Lemma, we used that — by convexity of Σ — the domain Σc satisfies the interior
ball condition.

Thus, since dΣ ≥ dH = v, we deduce that w ≥ c◦v, for some c◦ > 0. The idea
is now to consider the functions w and cv, and let c > 0 increase until the two
functions touch at one point, which will give us a contradiction (recall that two
harmonic functions cannot touch at an interior point). To do this rigorously, define

c∗ := sup{c > 0 : w ≥ cv in Σ
c}.

Notice that c∗ ≥ c◦ > 0. Then, we consider the function w − c∗v ≥ 0. Assume that
w − c∗v is not identically zero. Such function is harmonic in H and hence, by the
strict maximum principle, w − c∗v > 0 in H. Then, using Hopf Lemma in H we
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deduce that w − c∗v ≥ c◦dH = c◦v, since v is exactly the distance to Hc . But then
we get that w − (c∗ + c◦)v ≥ 0, a contradiction with the definition of c∗.

Therefore, it must be w − c∗v ≡ 0. This means that w is a multiple of v, and
therefore Σ = H, a half-space. �

Remark 2 (Alternative proof) An alternative way to argue in the previous lemma
could be the following. Any function w which is harmonic in a cone Σc and homoge-
neous of degree α can be written as a function on the sphere, satisfying∆Sn−1w = µw
on Sn−1 ∩ Σc with µ = α(n + α − 2) — in our case α = 1. (Here, ∆Sn−1 denotes
the spherical Laplacian, i.e. the Laplace–Beltrami operator on Sn−1.) In other words,
homogeneous harmonic functions solve an eigenvalue problem on the sphere.

Using this, we notice that w > 0 in Σc and w = 0 in Σ imply that w is the first
eigenfunction of Sn−1 ∩ Σc , and that the first eigenvalue is µ = n − 2. But, on the
other hand, the same happens for the domain H = {x · e > 0}, since v(x) = (x · e)+
is a positive harmonic function in H. This means that both domains Sn−1 ∩ Σc and
Sn−1∩H have the same first eigenvalue µ. But then, by strict monotonicity of the first
eigenvalue with respect to domain inclusions, we deduce that H ⊂ Σc =⇒ H = Σc ,
as desired.

We will also need the following.

Lemma 3 Assume that ∆u = 1 in Rn \ ∂H, where ∂H = {x1 = 0} is a hyperplane.
If u ∈ C1(Rn), then ∆u = 1 in Rn.

Proof For any ball BR ⊂ R
n, we consider the solution to ∆w = 1 in BR, w = u on

∂BR, and define v = u − w. Then, we have ∆v = 0 in BR \ ∂H, and v = 0 on ∂BR.
We want to show that u coincides with w, that is, v ≡ 0 in BR.

For this, notice that since v is bounded then for κ > 0 large enough we have

v(x) ≤ κ(2R − |x1 |) in BR,

where 2R − |x1 | is positive in BR and harmonic in BR \ {x1 = 0}. Thus, we may
consider κ∗ := inf{κ ≥ 0 : v(x) ≤ κ(2R − |x1 |) in BR}. Assume κ∗ > 0. Since
v and 2R − |x1 | are continuous in BR, and v = 0 on ∂BR, then we must have a
point p ∈ BR at which v(p) = κ∗(2R − |p1 |). Moreover, since v is C1, and the
function 2R − |x1 | has a wedge on H = {x1 = 0}, then we must have p ∈ BR \ H.
However, this is not possible, as two harmonic functions cannot touch tangentially
at an interior point p. This means that κ∗ = 0, and hence v ≤ 0 in BR. Repeating
the same argument with −v instead of v, we deduce that v ≡ 0 in BR, and thus the
lemma is proved. �

Finally, we will use the following basic property of convex functions, whose proof
is left as an exercise to the reader.

Lemma 4 Let u : Rn → R be a convex function such that the set {u = 0} contains
the straight line {te′ : t ∈ R}, e′ ∈ Sn−1. Then, u(x + te′) = u(x) for all x ∈ Rn and
all t ∈ R.
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Proof After a rotation, we may assume e′ = en. Then, writing x = (x ′, xn) ∈
Rn−1 × R, we have that u(0, xn) = 0 for all xn ∈ R, and we want to prove that
u(x ′, xn) = u(x ′,0) for all x ′ ∈ Rn−1 and all xn ∈ R.

Now, by convexity, given x ′ and xn, for every ε > 0 and M ∈ R we have

(1 − ε)u(x ′, xn) + εu(0, xn + M) ≥ u((1 − ε)x ′, xn + εM).

Since u(0, xn + M) = 0, then choosing M = λ/ε and letting ε → 0 we deduce that

u(x ′, xn) ≥ u(x ′, xn + λ).

Finally, since this can be done for any λ ∈ R and xn ∈ R, the result follows. �

We finally establish the classification of blow-ups at regular points.

Proof (Proof of Theorem 4) Let u0 be any blow-up of u at 0. We already proved
that u0 is convex and homogeneous of degree 2. We divide the proof into two cases.

Case 1. Assume that {u0 = 0} has nonempty interior. Then, we have {u0 = 0} = Σ,
a closed convex cone with nonempty interior.

For any direction τ ∈ Sn−1 such that −τ ∈ Σ̊, we claim that ∂τu0 ≥ 0 in Rn.
Indeed, for every x ∈ Rn we have that u0(x + τt) is zero for t � −1, and therefore
by convexity of u0 we get that ∂tu0(x + τt) is monotone nondecreasing in t, and zero
for t � −1. This means that ∂tu0 ≥ 0, and thus ∂τu0 ≥ 0 in Rn, as claimed.

Now, for any such τ, we define w := ∂τu0 ≥ 0. Notice that, at least for some
τ ∈ Sn−1 with −τ ∈ Σ̊, the function w is not identically zero. Moreover, since it is
harmonic in Σc — recall that ∆u0 = 1 in Σc — then w > 0 in Σc .

But then, since w is homogeneous of degree 1, we can apply Lemma 2 to deduce
that we must necessarily have that Σ is a half-space.

By convexity of u0 and Lemma 4, this means that u0 is a 1D function, i.e.,
u0(x) = U(x · e) for some U : R → R and some e ∈ Sn−1. Thus, we have that
U ∈ C1,1 solves U ′′(t) = 1 for t > 0, with U(t) = 0 for t ≤ 0. We deduce that
U(t) = 1

2 t2
+, and therefore u0(x) = 1

2 (x · e)
2
+.

Case 2. Assume now that {u0 = 0} has empty interior. Then, by convexity, {u0 = 0}
is contained in a hyperplane ∂H. Hence, ∆u0 = 1 in Rn \ ∂H, with ∂H being a
hyperplane, and u0 ∈ C1,1. It follows from Lemma 3 that ∆u0 = 1 in all of Rn.
But then all second derivatives of u0 are harmonic and globally bounded in Rn, so
they must be constant. Hence, u0 is a quadratic polynomial. Finally, since u0(0) = 0,
∇u0(0) = 0, and u0 ≥ 0, then it must be u0(x) = 1

2 xT Ax for some A ≥ 0, and since
∆u0 = 1 then tr A = 1. �
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6 Regularity of the free boundary

The aim of this Section is to prove Theorem 6 below, i.e., that if u is any solution to
(14) satisfying

lim sup
r→0

��{u = 0} ∩ Br

��
|Br |

> 0 (18)

(i.e., the contact set has positive density at the origin), then the free boundary
∂{u > 0} is C∞ in a neighborhood of the origin.

For this, we will use the classification of blow-ups established in the previous
Section.

C1,α regularity of the free boundary

The first step here is to transfer the local information on u given by (18) into a
blow-up u0. More precisely, we next show that

(18) =⇒
The contact set of a blow-up u0

has nonempty interior.

Lemma 5 Let u be any solution to (14), and assume that (18) holds. Then, there is
at least one blow-up u0 of u at 0 such that the contact set {u0 = 0} has nonempty
interior.
Proof Let rk → 0 be a sequence along which

lim
rk→0

��{u = 0} ∩ Brk

��
|Brk |

≥ θ > 0.

Such sequence exists (with θ > 0 small enough) by assumption (18).
Recall that, thanks to Proposition 6, there exists a subsequence rk j ↓ 0 along

which urk j → u0 uniformly on compact sets of Rn, where ur (x) = r−2u(r x) and u0
is convex.

Assume by contradiction that {u0 = 0} has empty interior. Then, by convexity,
we have that {u0 = 0} is contained in a hyperplane, say {u0 = 0} ⊂ {x1 = 0}.

Since u0 > 0 in {x1 , 0} and u0 is continuous, we have that for each δ > 0

u0 ≥ ε > 0 in {|x1 | > δ} ∩ B1

for some ε > 0.
Therefore, by uniform convergence of urk j to u0 in B1, there is rk j > 0 small

enough such that
urk j ≥

ε

2
> 0 in {|x1 | > δ} ∩ B1.

In particular, the contact set of urk j is contained in {|x1 | ≤ δ} ∩ B1, so
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��

|B1 |
≤

��{|x1 | ≤ δ} ∩ B1
��

|B1 |
≤ Cδ.

Rescaling back to u, we find��{u = 0} ∩ Brk j

��
|Brk j
|

=

��{urk j = 0} ∩ B1
��

|B1 |
< Cδ.

Since we can do this for every δ > 0, we find that limrk j→0
| {u=0}∩Brk j

|

|Brk j
|
= 0, a

contradiction. Thus, the lemma is proved. �

Combining the previous lemma with the classification of blow-ups from the
previous Section, we deduce:

Corollary 2 Let u be any solution to (14), and assume that (18) holds. Then, there
is at least one blow-up of u at 0 of the form

u0(x) =
1
2
(x · e)2+, e ∈ Sn−1. (19)

Proof The result follows from Lemma 5 and Theorem 4. �

We now want to use this information to show that the free boundary must be
smooth in a neighborhood of 0. For this, we start with the following.

Proposition 7 Let u be any solution to (14), and assume that (18) holds. Fix any
ε > 0. Then, there exist e ∈ Sn−1 and r◦ > 0 such that��ur◦ (x) − 1

2 (x · e)
2
+

�� ≤ ε in B1,

and ��∂τur◦ (x) − (x · e)+(τ · e)
�� ≤ ε in B1

for all τ ∈ Sn−1.

Proof ByCorollary 2 and Proposition 6, we know that there is a subsequence rj → 0
for which urj →

1
2 (x · e)

2
+ in C1

loc(R
n), for some e ∈ Sn−1. In particular, for every

τ ∈ Sn−1 we have urj →
1
2 (x · e)

2
+ and ∂τurj → ∂τ

[ 1
2 (x · e)

2
+

]
uniformly in B1.

This means that, given ε > 0, there exists j◦ such that��urj◦ (x) − 1
2 (x · e)

2
+

�� ≤ ε in B1,

and ��∂τurj◦ (x) − ∂τ
[ 1

2 (x · e)
2
+

] �� ≤ ε in B1.

Since ∂τ
[ 1

2 (x · e)
2
+

]
= (x · e)+(τ · e), then the proposition is proved. �

Now, notice that if (τ · e) > 0, then the derivatives ∂τu0 = (x · e)+(τ · e) are
nonnegative, and strictly positive in {x · e > 0} (see Figure 8).
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τ e

{x · e > 0}

∂τu0 > 0

Fig. 8 Derivatives ∂τu0 are nonnegative if τ · e ≥ 1
2 .

We want to transfer this information to ur◦ , and prove that ∂τur◦ ≥ 0 in B1 for all
τ ∈ Sn−1 satisfying τ · e ≥ 1

2 . For this, we need a lemma.

Lemma 6 Let u be any solution to (14), and consider ur◦ (x) = r−2
◦ u(r◦x) and

Ω = {ur◦ > 0}.
Assume that a function w ∈ C(B1) satisfies:

(a) w is bounded and harmonic in Ω ∩ B1.
(b) w = 0 on ∂Ω ∩ B1.
(c) Denoting Nδ := {x ∈ B1 : dist(x, ∂Ω) < δ}, we have

w ≥ −c1 in Nδ and w ≥ C2 > 0 in Ω \ Nδ .

Then, if c1/C2 is small enough, and δ > 0 is small enough, we deduce that w ≥ 0 in
B1/2 ∩Ω.

Proof Notice that in Ω \ Nδ we already know that w > 0. Let y◦ ∈ Nδ ∩ Ω ∩ B1/2,
and assume by contradiction that w(y0) < 0.

Consider, in B1/4(y◦), the function

v(x) = w(x) − γ
{
ur◦ (x) −

1
2n
|x − y◦ |

2
}
.

Then, ∆v = 0 in B1/4(y◦)∩Ω, and v(y◦) < 0. Thus, v must have a negative minimum
in ∂

(
B1/4(y◦) ∩Ω

)
.

However, if c1/C2 and δ are small enough, then we reach a contradiction as
follows. On ∂Ω we have v ≥ 0. On ∂B1/4(y◦) ∩ Nδ we have

v ≥ −c1 − C◦γδ2 +
γ

2n

(
1
4

)2
≥ 0 on ∂B1/4(y◦) ∩ Nδ .

On ∂B1/4(y◦) ∩
(
Ω \ Nδ

)
we have

v ≥ C2 − C◦γ ≥ 0 on ∂B1/4(y◦) ∩
(
Ω \ Nδ

)
.
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Here, we used that ‖ur◦ ‖C1,1(B1) ≤ C◦, and chose C◦c1 ≤ γ ≤ C2/C◦. �

Using the previous lemma, we can now show that there is a cone of directions τ
in which the solution is monotone near the origin.

Proposition 8 Let u be any solution to (14), and assume that (18) holds. Let ur (x) =
r−2u(r x). Then, there exist r◦ > 0 and e ∈ Sn−1 such that

∂τur◦ ≥ 0 in B1/2

for every τ ∈ Sn−1 satisfying τ · e ≥ 1
2 .

Proof By Proposition 7, for any ε > 0 there exist e ∈ Sn−1 and r◦ > 0 such that��ur◦ (x) − 1
2 (x · e)

2
+

�� ≤ ε in B1 (20)

and ��∂τur◦ (x) − (x · e)+(τ · e)
�� ≤ ε in B1 (21)

for all τ ∈ Sn−1.
We now want to use Lemma 6 to deduce that ∂τur◦ ≥ 0 if τ · e ≥ 1

2 .
First, we claim that

ur◦ > 0 in {x · e > C◦
√
ε},

ur◦ = 0 in {x · e < −C◦
√
ε}, (22)

and therefore the free boundary ∂Ω = ∂{ur◦ > 0} is contained in the strip {|x · e| ≤
C◦
√
ε}, for some C◦ depending only on n. To prove this, notice that if x · e > C◦

√
ε

then
ur◦ >

1
2
(C◦
√
ε)2 − ε > 0,

while if there was a free boundary point x◦ in {x · e < −C◦ε} then by nondegeneracy
we would get

sup
BC◦

√
ε (x◦)

ur◦ ≥ c(C◦
√
ε)2 > 2ε,

a contradiction with (20).
Therefore, we have

∂Ω ⊂ {|x · e| ≤ C◦
√
ε}. (23)

Now, for each τ ∈ Sn−1 satisfying τ · e ≥ 1
2 we define

w := ∂τur◦ .

In order to use Lemma 6, we notice that

(a) w is bounded and harmonic in Ω ∩ B1.
(b) w = 0 on ∂Ω ∩ B1.
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(c) Thanks to (21), if δ �
√
ε then w satisfies

w ≥ −ε in Nδ

and
w ≥ δ/4 > 0 in (Ω \ Nδ) ∩ B1.

(We recall Nδ := {x ∈ B1 : dist(x, ∂Ω) < δ}.)

Ω

0

C0
√
ε

Nδ

∂Ω

Fig. 9 The setting into which we use Lemma 6.

Indeed, to check the last inequality we use that, by (22), we have {x · e <
δ − C◦

√
ε} ⊂ Nδ . Thus, by (21), we get that for all x ∈ (Ω \ Nδ) ∩ B1

w ≥
1
2
(x · e)+ − ε ≥

1
2
δ −

1
2

C◦
√
ε − ε ≥

1
4
δ,

provided that δ �
√
ε.

Using (a)-(b)-(c), we deduce from Lemma 6 that

w ≥ 0 in B1/2.

Since we can do this for every τ ∈ Sn−1 with τ · e ≥ 1
2 , the proposition is proved. �

As a consequence of the previous proposition, we find:



Regularity of free boundaries in obstacle problems 29

Corollary 3 Let u be any solution to (14), and assume that (18) holds. Then, there
exists r◦ > 0 such that the free boundary ∂{ur◦ > 0} is Lipschitz in B1/2. In
particular, the free boundary of u, ∂{u > 0}, is Lipschitz in Br◦/2.

Proof This follows from the fact that ∂τur◦ ≥ 0 in B1/2 for all τ ∈ Sn−1 with τ ·e ≥ 1
2 ,

as explained next.
Let x◦ ∈ B1/2 ∩ ∂{ur◦ > 0} be any free boundary point in B1/2, and let

Θ :=
{
τ ∈ Sn−1 : τ · e > 1

2
}
,

Σ1 :=
{

x ∈ B1/2 : x = x◦ − tτ, with τ ∈ Θ, t > 0
}
,

and
Σ2 :=

{
x ∈ B1/2 : x = x◦ + tτ, with τ ∈ Θ, t > 0

}
,

see Figure 10.

Σ1

Σ2

e

x0
τ

Fig. 10 Representation of Σ1 and Σ2.

We claim that
ur◦ = 0 in Σ1,
ur◦ > 0 in Σ2.

(24)

Indeed, since u(x◦) = 0, it follows from the monotonicity property ∂τur◦ ≥ 0 — and
the nonnegativity of ur◦ — that ur◦ (x◦− tτ) = 0 for all t > 0 and τ ∈ Θ. In particular,
there cannot be any free boundary point in Σ1.

On the other hand, by the same argument, if ur◦ (x1) = 0 for some x1 ∈ Σ2 then
we would have ur◦ = 0 in

{
x ∈ B1/2 : x = x1 − tτ, with τ ∈ Θ, t > 0

}
3 x◦, and in

particular x◦ would not be a free boundary point. Thus, ur◦ (x1) > 0 for all x1 ∈ Σ2,
and (24) is proved.

Finally, notice that (24) yields that the free boundary ∂{ur◦ > 0} ∩ B1/2 satisfies
both the interior and exterior cone condition, and thus it is Lipschitz. �
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Once we know that the free boundary is Lipschitz, we may assume without loss
of generality that e = en and that

∂{ur◦ > 0} ∩ B1/2 = {xn = g(x ′)} ∩ B1/2

for a Lipschitz function g : Rn−1 → R. Here, x = (x ′, xn), with x ′ ∈ Rn−1 and
xn ∈ R.

Now, we want to prove that Lipschitz free boundaries are C1,α. A key ingredient
for this will be the following basic property of harmonic functions (see Figure 11 for
a representation of the setting).

wi > 0
∆wi = 0

wi = 0

B1

Ω

Fig. 11 Setting of the boundary Harnack.

Theorem 5 (Boundary Harnack)
Let w1 and w2 be positive harmonic functions in B1 ∩ Ω, where Ω ⊂ Rn is any

Lipschitz domain.
Assume that w1 and w2 vanish on ∂Ω ∩ B1, and C−1

◦ ≤ ‖wi ‖L∞(B1/2) ≤ C◦ for
i = 1,2. Then,

1
C
w2 ≤ w1 ≤ Cw2 in Ω ∩ B1/2.

Moreover, 



w1
w2






C0,α (Ω∩B1/2)

≤ C

for some small α > 0. The constants α and C depend only on n, C◦, and Ω.
Furthermore, if ∂Ω∩B1 can be written as a Lipschitz graph, thenC and α depend

only on n, C◦, and the Lipschitz constant of Ω.
This is actually a rather difficult theorem, which does not follow from any explicit

representation nor from Schauder-type estimates. We will not prove such theorem
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here; we refer to [8] for a proof of the result, as well as to [1] for a more general
version of the result that allows equations with a right hand side.

Remark 3 The main point in Theorem 5 is that Ω is allowed to be Lipschitz. If Ω is
smooth (say, C2 or even C1,α) then it follows from a simple barrier argument that
both w1 and w2 would be comparable to the distance to ∂Ω, i.e., they vanish at a
linear rate from ∂Ω. However, in Lipschitz domains the result cannot be proved with
a simple barrier argument, and it is much more difficult to establish.

The boundary Harnack is a crucial tool in the study of free boundary problems,
and in particular in the obstacle problem. Here, we use it to prove that the free
boundary is C1,α for some small α > 0.

Proposition 9 Let u be any solution to (14), and assume that (18) holds. Then, there
exists r◦ > 0 such that the free boundary ∂{ur◦ > 0} is C1,α in B1/4, for some small
α > 0. In particular, the free boundary of u, ∂{u > 0}, is C1,α in Br◦/4.

Proof Let Ω = {ur◦ > 0}. By Corollary 3, if r◦ > 0 is small enough then (possibly
after a rotation) we have

Ω ∩ B1/2 = {xn ≥ g(x ′)} ∩ B1/2

and the free boundary is given by

∂Ω ∩ B1/2 = {xn = g(x ′)} ∩ B1/2,

where g is Lipschitz.
Let

w2 := ∂enur◦

and
w1 := ∂ei ur◦ + ∂enur◦, i = 1, ...,n − 1.

Since ∂τur◦ ≥ 0 in B1/2 for all τ ∈ Sn−1 with τ · en ≥ 1
2 , then w2 ≥ 0 in B1/2 and

w1 ≥ 0 in B1/2.
This is because ∂ei + ∂en = ∂ei+en =

√
2∂τ , with τ · en = 1/

√
2 > 1

2 . Notice that
we add the term ∂enur◦ in w1 in order to get a nonnegative function w2 ≥ 0.

Now since w1 and w2 are positive harmonic functions in Ω∩ B1/2, and vanish on
∂Ω ∩ B1/2, we can use the boundary Harnack to get



w1

w2






C0,α (Ω∩B1/4)

≤ C

for some small α > 0. Therefore, since w1/w2 = 1 + ∂ei ur◦/∂enur◦ , we deduce



 ∂ei ur◦∂enur◦






C0,α (Ω∩B1/4)

≤ C. (25)
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Now, we claim that this implies that the free boundary is C1,α in B1/4. Indeed, if
ur◦ (x) = t then the normal vector to the level set {ur◦ = t} is given by

νi(x) =
∂ei ur◦
|∇ur◦ |

=
∂ei ur◦/∂enur◦√

1 +
∑n

j=1

(
∂e j ur◦/∂enur◦

)2
, i = 1, ...,n.

This is a C0,α function by (25), and therefore we can take t → 0 to find that the free
boundary is C1,α (since the normal vector to the free boundary is given by a C0,α

function). �

So far we have proved that(
{u = 0} has positive
density at the origin

)
=⇒

(
a blow-up is

u0 =
1
2 (x · e)

2
+

)
=⇒

(
free boundary
is C1,α near 0

)
As a last step in this section, we will now prove that C1,α free boundaries are

actually C∞.

Higher regularity of the free boundary

We want to finally prove the smoothness of free boundaries near regular points.

Theorem 6 (Smoothness of the free boundary near regular points)
Let u be any solution to (14), and assume that (18) holds. Then, the free boundary

∂{u > 0} is C∞ in a neighborhood of the origin.

For this, we need the following result.

Theorem 7 (Higher order boundary Harnack)
Let Ω ⊂ Rn be any Ck ,α domain, with k ≥ 1 and α ∈ (0,1). Let w1, w2 be two

solutions of ∆wi = 0 in B1 ∩Ω, wi = 0 on ∂Ω ∩ B1, with w2 > 0 in Ω.
Assume that C−1

◦ ≤ ‖wi ‖L∞(B1/2) ≤ C◦. Then,



w1
w2






Ck ,α (Ω∩B1/2)

≤ C,

where C depends only on n, k, α, C◦, and Ω.

Contrary to Theorem 5, the proof of Theorem 7 is a perturbative argument, in
the spirit of (but much more delicate than) Schauder estimates for linear elliptic
equations. We will not prove the higher order boundary Harnack here; we refer to
[14] for the proof of such result.

Using Theorem 7, we can finally give the:



Regularity of free boundaries in obstacle problems 33

Proof (Proof of Theorem 6) Let ur◦ (x) = r−2
◦ u(r◦x). By Proposition 9, we know

that if r◦ > 0 is small enough then the free boundary ∂{ur◦ > 0} is C1,α in B1, and
(possibly after a rotation) ∂enur◦ > 0 in {ur◦ > 0} ∩ B1. Thus, using the higher order
boundary Harnack (Theorem 7) with w1 = ∂ei ur◦ and w2 = ∂enur◦ , we find that



 ∂ei ur◦∂enur◦






C1,α (Ω∩B1/2)

≤ C.

Actually, by a simple covering argument we find that



 ∂ei ur◦∂enur◦






C1,α (Ω∩B1−δ )

≤ Cδ (26)

for any δ > 0.
Now, as in the proof of Proposition 9, we notice that if ur◦ (x) = t then the normal

vector to the level set {ur◦ = t} is given by

νi(x) =
∂ei ur◦
|∇ur◦ |

=
∂ei ur◦/∂enur◦√

1 +
∑n

j=1

(
∂e j ur◦/∂enur◦

)2
, i = 1, ...,n.

By (26), this is a C1,α function in B1−δ for any δ > 0, and therefore we can take
t → 0 to find that the normal vector to the free boundary is C1,α inside B1. But this
means that the free boundary is actually C2,α.

Repeating now the same argument, and using that the free boundary is C2,α in
B1−δ for any δ > 0, we find that



 ∂ei ur◦∂enur◦






C2,α (Ω∩B1−δ′ )

≤ Cδ′,

which yields that the normal vector is C2,α and thus the free boundary is C3,α.
Iterating this argument, we find that the free boundary ∂{ur◦ > 0} is C∞ inside B1,
and hence ∂{u > 0} is C∞ in a neighborhood of the origin. �

This completes the study of regular free boundary points. It remains to understand
what happens at points where the contact set has density zero (see e.g. Figure 5).
This is the content of the next section.

7 Singular points

We finally study the behavior of the free boundary at singular points, i.e., when

lim
r→0

��{u = 0} ∩ Br

��
|Br |

= 0. (27)
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For this, we first notice that, as a consequence of the results of the previous Section,
we get the following.

Proposition 10 Let u be any solution to (14). Then, we have the following dichotomy:

(a) Either (18) holds and all blow-ups of u at 0 are of the form

u0(x) =
1
2
(x · e)2+,

for some e ∈ Sn−1.
(b) Or (27) holds and all blow-ups of u at 0 are of the form

u0(x) =
1
2

xT Ax,

for some matrix A ≥ 0 with tr A = 1.

Points of the type (a) were studied in the previous Section; they are called regular
points and the free boundary isC∞ around them (in particular, the blow-up is unique).
Points of the type (b) are those at which the contact set has zero density, and are
called singular points.

To prove the result, we need the following:

Lemma 7 Let u be any solution to (14), and assume that (27) holds. Then, every
blow-up of u at 0 satisfies |{u0 = 0}| = 0.

Proof Let u0 be a blow-up of u at 0, i.e., urk → u0 in C1
loc(R

n) along a sequence
rk → 0, where ur (x) = r−2u(r x).

Notice that the functions ur solve

∆ur = χ{ur>0} in B1,

in the sense that∫
B1

∇ur · ∇η dx =
∫
B1

χ{ur>0}η dx for all η ∈ C∞c (B1). (28)

Moreover, by assumption (27), we have
��{ur = 0} ∩B1

�� −→ 0, and thus taking limits
rk → 0 in (28) we deduce that ∆u0 = 1 in B1. Since we know that u0 is convex,
nonnegative, and homogeneous, this implies that |{u0 = 0}| = 0. �

We can now give the:

Proof (Proof of Theorem 10) By the classification of blow-ups, Theorem 4, the
possible blow-ups can only have one of the two forms presented. If (18) holds for at
least one blow-up, thanks to the smoothness of the free boundary (by Proposition 9),
it holds for all blow-ups, and thus, by Corollary 2, u0(x) = 1

2 (x · e)
2
+ (and in fact, the

smoothness of the free boundary yields uniqueness of the blow-up in this case).
If (27) holds, then by Lemma 7 the blow-up u0 must satisfy

��{u0 = 0}
�� = 0, and

thus we are in case (b) (see the proof of Theorem 4). �
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In the previous Section we proved that the free boundary is C∞ in a neighborhood
of any regular point. A natural question then is to understand better the solution u
near singular points. One of the main results in this direction is the following.

Theorem 8 (Uniqueness of blow-ups at singular points)
Let u be any solution to (14), and assume that 0 is a singular free boundary point.
Then, there exists a homogeneous quadratic polynomial p2(x) = 1

2 xT Ax, with
A ≥ 0 and ∆p2 = 1, such that

ur −→ p2 in C1
loc(R

n).

In particular, the blow-up of u at 0 is unique, and u(x) = p2(x) + o(|x |2).

To prove this, we need the following monotonicity formula due to Monneau.

Theorem 9 (Monneau’s monotonicity formula)
Let u be any solution to (14), and assume that 0 is a singular free boundary point.
Let q be any homogeneous quadratic polynomial with q ≥ 0, q(0) = 0, and

∆q = 1. Then, the quantity

Mu,q(r) :=
1

rn+3

∫
∂Br

(u − q)2

is monotone in r , that is, d
dr Mu,q(r) ≥ 0.

Proof We sketch the argument here, and refer to [32, Theorem 7.4] for more details.
We first notice that

Mu,q(r) =
∫
∂B1

(u − q)2(r x)
r4 ,

and hence a direct computation yields

d
dr

Mu,q(r) =
2

rn+4

∫
∂Br

(u − q) {x · ∇(u − q) − 2(u − q)} .

On the other hand, it turns out that

1
rn+3

∫
∂Br

(u − q) {x · ∇(u − q) − 2(u − q)} =Wu(r) −Wu(0+)+

+
1

rn+2

∫
Br

(u − q)∆(u − q),

where Wu(r) (as defined in (15)) is monotone increasing in r > 0 thanks to Theo-
rem 3. Thus, we have

d
dr

Mu,q(r) ≥
2

rn+3

∫
Br

(u − q)∆(u − q).
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But since ∆u = ∆q = 1 in {u > 0}, and (u − q)∆(u − q) = q ≥ 0 in {u = 0}, then we
have

d
dr

Mu,q(r) ≥
2

rn+3

∫
Br∩{u=0}

q ≥ 0,

as wanted. �

We can now give the:

Proof (Proof of Theorem 8) By Proposition 10 (and Proposition 6), we know that at
any singular point we have a subsequence rj → 0 along which urj → p in C1

loc(R
n),

where p is a 2-homogeneous quadratic polynomial satisfying p(0) = 0, p ≥ 0, and
∆p = 1. Thus, we can use Monneau’s monotonicity formula with such polynomial p
to find that

Mu,p(r) :=
1

rn+3

∫
∂Br

(u − p)2

is monotone increasing in r > 0. In particular, the limit limr→0 Mu,p(r) =: Mu,p(0+)
exists.

Now, recall that we have a sequence rj → 0 along which urj → p. In particular,
r−2
j

{
u(rj x) − p(rj x)

}
−→ 0 locally uniformly in Rn, i.e.,

1
r2
j

‖u − p‖L∞(Br j
) −→ 0

as rj → 0. This yields that

Mu,p(rj) ≤
1

rn+3
j

∫
∂Br j

‖u − p‖2L∞(Br j
)
−→ 0

along the subsequence rj → 0, and therefore Mu,p(0+) = 0.
Let us show that this implies the uniqueness of blow-up. Indeed, if there was

another subsequence r` → 0 along which ur` → q inC1
loc(R

n), for a 2-homogeneous
quadratic polynomial q, then we would repeat the argument above to find that
Mu,q(0+) = 0. But then this yields, by homogeneity of p and q,∫

∂B1

(p − q)2 =
1

rn+3

∫
∂Br

(p − q)2 ≤ 2Mu,p(r) + 2Mu,q(r) −→ 0,

and hence ∫
∂B1

(p − q)2 = 0.

This means that p = q, and thus the blow-up of u at 0 is unique.
Let us finally show that u(x) = p(x) + o(|x |2), i.e., r−2‖u − p‖L∞(Br ) → 0 as

r → 0. Indeed, assume by contradiction that there is a subsequence rk → 0 along
which

r−2
k ‖u − p‖L∞(Brk

) ≥ c1 > 0.
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Then, there would be a subsequence of rki along which urki → u0 in C1
loc(R

n), for a
certain blow-up u0 satisfying ‖u0 − p‖L∞(B1) ≥ c1 > 0. However, by uniqueness of
blow-up it must be u0 = p, and hence we reach a contradiction. �

Summarizing, we have proved the following result:

Theorem 10 Let u be any solution to (14). Then, we have the following dichotomy:

(a) Either all blow-ups of u at 0 are of the form

u0(x) =
1
2
(x · e)2+ for some e ∈ Sn−1,

and the free boundary is C∞ in a neighborhood of the origin.
(b) Or there is a homogeneous quadratic polynomial p, with p(0) = 0, p ≥ 0, and
∆p = 1, such that

‖u − p‖L∞(Br ) = o(r2) as r → 0.

In particular, when this happens we have

lim
r→0

��{u = 0} ∩ Br

��
|Br |

= 0.

The last question that remains to be answered is: How large can the set of singular
points be? This is the topic of the following section.

8 The size of the singular set

We finish these notes with a discussion of more recent results (as well as some open
problems) about the set of singular points.

Recall that a free boundary point x◦ ∈ ∂{u > 0} is singular whenever

lim
r→0

��{u = 0} ∩ Br (x◦)
��

|Br (x◦)|
= 0.

The main known result on the size of the singular set reads as follows.

Theorem 11 ([7])
Let u be any solution to (14). Let Σ ⊂ B1 be the set of singular points.
Then, Σ ∩ B1/2 is contained in a C1 manifold of dimension n − 1.

This result is sharp, in the sense that it is not difficult to construct examples in
which the singular set is (n − 1)-dimensional; see [36].

As explained below, such result essentially follows from the uniqueness of blow-
ups at singular points, established in the previous section.
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Indeed, given any singular point x◦, let px◦ be the blow-up of u at x◦ (recall that
px◦ is a nonnegative 2-homogeneous polynomial). Let k be the dimension of the set
{px◦ = 0}—notice that this is a proper linear subspace ofRn, so that k ∈ {0, ...,n−1}
— and define

Σk :=
{

x◦ ∈ Σ : dim({px◦ = 0}) = k
}
. (29)

Clearly, Σ = ∪n−1
k=0Σk .

The following result gives a more precise description of the singular set.

Proposition 11 ([7])
Let u be any solution to (14). Let Σk ⊂ B1 be defined by (29), k = 1, ...,n − 1.

Then, Σk ∩ B1/2 is contained in a C1 manifold of dimension k.

The rough heuristic idea of the proof of this result is as follows. Assume for
simplicity that n = 2, so that Σ = Σ1 ∪ Σ0.

x◦

u > 0

u > 0

Bρ(x◦)

ex◦

Fig. 12 u is positive in {x ∈ Bρ(x◦) : |(x − x◦) · ex◦ | > ω( |x − x◦ |)}.

Let us take a point x◦ ∈ Σ0. Then, by Theorem 10, we have the expansion

u(x) = px◦ (x − x◦) + o
(
|x − x◦ |2

)
(30)

where px◦ is the blow-up of u at x◦ (recall that this came from the uniqueness of
blow-up at x◦). By definition of Σ0, the polynomial px◦ must be positive outside the
origin, and thus by homogeneity satisfies px◦ (x − x◦) ≥ c |x − x◦ |2, with c > 0. This,
combined with (30), yields then that u must be positive in a neighborhood of the
origin. In particular, all points in Σ0 are isolated.

On the other hand, let us now take a point x◦ ∈ Σ1. Then, by definition of Σ1 the
blow-up must necessarily be of the form px◦ (x) =

1
2 (x · ex◦ )

2, for some ex◦ ∈ S
n−1.

Again by the expansion (30), we find that u is positive in a region of the form
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x ∈ Bρ(x◦) :

��(x − x◦) · ex◦
�� > ω(|x − x◦ |)

}
,

where ω is a certain modulus of continuity, and ρ > 0 is small (see Figure 12).
This is roughly saying that the set Σ1 “has a tangent plane” at x◦. Repeating the

same at any other point x̃◦ ∈ Σ1 we find that the same happens at every point in Σ1
and, moreover, if x̃◦ is close to x◦ then ex̃◦ must be close to ex◦ — otherwise the
expansions (30) at x̃◦ and x◦ would not match. Finally, since the modulus ω can be
made independent of the point (by a compactness argument), then it turns out that
the set Σ1 is contained in a C1 curve (see Figure 13).

x◦

x̃◦

ex◦

ex̃◦

Fig. 13 Singular points x◦, x̃◦ ∈ Σ1.

What we discussed here is just an heuristic argument; the actual proof uses
Whitney’s extension theorem and can be found for example in [32].

We finally discuss some recent results [19] on the fine structure and regularity of
singular points.

9 Finer understanding of singular points

In order to get a finer understanding of singular points, we will need to relate the
obstacle problem to the so-called thin obstacle problem. For this, we first briefly
introduce such free boundary problem and summarize the main known results in this
context.

The thin obstacle problem

The thin obstacle problem is another classical free boundary problem, which was
originally studied by Signorini in connection with linear elasticity [38, 39]. The
problem gained further attention in the seventies due to its connection to mechanics,
biology, and even finance — see [16], [28, 11], and [34] —, and since then it has
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been widely studied in the mathematical community; see [6, 2, 3, 22, 32, 26, 13, 4,
20, 10, 17, 37] and references therein.

We say that w ∈ H1(B1) is a solution to the thin obstacle problem (with zero
obstacle) if 

−∆w = 0 in B1 \ ({xn = 0} ∩ {w = 0})
−∆w ≥ 0 in B1

w ≥ 0 on {xn = 0}
w = g on ∂B1,

(31)

in the weak sense, for some boundary data g ∈ C0(∂B1 ∩ {xn ≥ 0}). These solutions
are minimizers of the Dirichlet energy∫

B1

|∇w |2,

under the constrain w ≥ 0 on {xn = 0}, and with boundary conditions w = g on
∂B1.

The contact set is denoted by

Λ(w) :=
{

x ′ ∈ Rn−1 : w(x ′,0) = 0
}
,

and the free boundary is Γ(w) = ∂Λ(w). Here, we denoted x = (x ′, xn) ∈ Rn−1 × R.

Solutions to (31) are C1, 1
2 (see [2]), and this is optimal.

A key tool in establishing the optimal regularity of solutions is the Almgren
frequency formula:

Nw(r) :=
r
∫
Br
|∇w |2∫

∂Br
w2

is monotone in r, (32)

namely, N ′w(r) ≥ 0 for r ∈ (0,1).
This allows one to show that blow-ups are homogeneous, and the degree of

homogeneity of any blow-up of w at 0 is exactly Nw(0+). Moreover, it was shown
in [3] that the lowest possible homogeneity is in fact 3/2, and this gives the optimal
C1, 1

2 regularity of solutions; we refer to [3] for more details.

The free boundary in the thin obstacle problem

The main known results concerning the structure of the free boundary are the
following.

The free boundary can be divided into two sets,

Γ(w) = Reg(w) ∪ Deg(w),

the set of regular points,



Regularity of free boundaries in obstacle problems 41

Reg(w) :=

{
x ∈ Γ(w) : 0 < cr3/2 ≤ sup

Br (x)

w ≤ Cr3/2, ∀r ∈ (0,r◦)

}
,

and the set of non-regular points or degenerate points

Deg(w) :=

{
x ∈ Γ(w) : 0 ≤ sup

Br (x)

w ≤ Cr2, ∀r ∈ (0,r◦)

}
, (33)

Alternatively, each of the subsets can be defined according to the homogeneity of
the blow-up at that point. Indeed, the set of regular points are those whose blow-up
is of order 3

2 , and the set of degenerate points are those whose blow-up is of order κ
for some κ ∈ [2,∞).

Let us denote Γκ the set of free boundary points of order κ. That is, those points
whose blow-up is homogeneous of order κ. Then, the free boundary can be divided
as

Γ(w) = Γ3/2 ∪ Γeven ∪ Γodd ∪ Γhalf ∪ Γ∗, (34)

where:

• Γ3/2 = Reg(w) is the set of regular points. They are an open (n − 2)-dimensional
subset of Γ(w), and it is C∞ (see [3] and [26, 15]).

• Γeven =
⋃

m≥1 Γ2m(w) denotes the set of points whose blow-ups have even homo-
geneity. Equivalently, they can also be characterised as those points of the free
boundary where the contact set has zero density, and they are often called singu-
lar points. They are contained in the countable union of C1 (n − 2)-dimensional
manifolds; see [22].

• Γodd =
⋃

m≥1 Γ2m+1(w) is also an at most (n − 2)-dimensional subset of the free
boundary and it is (n−2)-rectifiable (see [20]). They can be characterised as those
points of the free boundary where the contact set has density one.

• Γhalf =
⋃

m≥1 Γ2m+3/2(w) corresponds to those points with blow-up of order 7
2 ,

11
2 , etc. They are much less understood than regular points. The set Γhalf is an
(n − 2)-dimensional subset of the free boundary and it is a (n − 2)-rectifiable set
(see [20]).

• Γ∗ is the set of all pointswith homogeneities κ ∈ (2,∞), with κ < N and κ < 2N− 1
2 .

This set has Hausdorff dimension at most n − 3, so it is always small.

Remark 4 It is interesting to notice that, if w solves the Signorini problem (31), then
U(x) = {w,−w} is a C1,µ two-valued harmonic function, to which the results of [27]
apply. In particular, most of the above results for (31) follow from [27].

Dimension-reduction in the thin obstacle problem

Dimension-reduction arguments were first introduced by Almgren in the context of
minimal surfaces, and are nowadays used in a variety of settings in PDEs. We will
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later describe some recent results [19] on the obstacle problem that are based on
such kind of arguments.

Now, in order to present these ideas in a simpler context, we will show the
following result for the thin obstacle problem:

Theorem 12 Let w be any solution to the thin obstacle problem. Then,

dimH(Γ∗) ≤ n − 3.

In order to prove Theorem 12, we follow the arguments of [41]. A key tool is the
Almgren frequency function

Nw,x(r) :=
r
∫
Br (x)

|∇w |2∫
∂Br (x)

w2
, (35)

which is monotone in r . In particular, we can define

Nw,x(0+) := lim
r→0

Nw,x(r).

It is not difficult to show that such quantity is upper semicontinuous in x, that is, if
wj → w uniformly in B1 and xj → x then

lim sup
j

Nwj ,x j (0+) ≤ Nw,x(0+).

Notice also that, if q is any global µ-homogeneous solution of the thin obstacle
problem, then:

• Nq,0(r) ≡ µ is constant in r .

• Nq,x(0+) ≤ µ for all x ∈ {xn = 0}.

• The set S(q) = {x : Nq,x(0+) = µ} is a linear subspace, and q(x + y) = q(y) for
all y ∈ Rn and x ∈ S(q).

• If µ < N and µ < 2N − 1
2 , then S(q) is of dimension at most n − 3.

The last property follows simply from the fact that the only possible homogeneities
µ for the thin obstacle problem in dimension n = 2 are µ = 3

2 ,
7
2 ,

11
2 , ... or µ =

2,3,4,5, ...; see for example [22].
Using this, we will now prove:

Lemma 8 Let w be any solution to the thin obstacle problem and x ∈ Γ∗.
Then, for every δ > 0 there exists ε > 0 and ρ > 0 (depending on u, x, δ) such

that for every r ∈ (0, ρ] there exists an (n − 3)-dimensional plane Lx,r ⊂ {xn = 0},
passing through x, such that

Br (x) ∩ {y : Nw,y(0+) ≥ Nw,x(0+) − ε} ⊂ {y : dist(y, Lx,r ) < δr}.
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Proof We prove the result for x = 0. Denote

wr (x) :=
w(r x)

(
∫
∂Br

w2)1/2
.

Recall that wr converges along subsequences to homogeneous blow-ups q, which are
homogeneous of degree µ = Nw,x(0+). (Notice that a priori different subsequences
could lead to different blow-ups, but they all have the same homogeneity.)

Assume by contradiction that for some δ > 0, εk ↓ 0, and rk ↓ 0, we have

Brk ∩ {y : Nw,y(0+) ≥ µ − εk} 1 {y : dist(y, L) < δrk}

for every (n − 3)-dimensional linear subspace L of {xn = 0}. By scaling,

B1 ∩ {y : Nwrk
,y(0+) ≥ µ − εk} 1 {y : dist(y, L) < δ} (36)

for every (n − 2)-dimensional linear subspace L of {xn = 0}. By C1,α estimates
and the Arzela-Ascoli theorem, after passing to a subsequence, wrk converges to
a blow-up q in the C1 norm on each compact subset of {xn ≥ 0}. Since 0 ∈ Γ∗,
then dim S(q) ≤ n − 2, so we can take L = S(q) (or any (n − 3)-dimensional linear
subspace containing S(q).

By (36), there exists zk with Nwrk
,zk (0+) ≥ µ − εk and dist(zk, L) ≥ δ. Af-

ter passing to a subsequence, zk → z. By the upper semicontinuity of frequency,
Nq,z(0+) ≥ µ, implying that z ∈ S(q). But dist(z,S(q)) ≥ dist(z, L) ≥ δ, a contra-
diction. �

We will also need the following result, whose proof can be found for example
in [41].

Proposition 12 Let E ⊆ Rn such that for each δ > 0, each x ∈ E , and each r > 0
small enough, there exists an m-dimensional plane Lx,r , passing through x, for
which

E ∩ Br (x) ⊂ {y : dist(y, Lx,r ) < δr}.

Then, dimH(E) ≤ m.

For convenience of the reader, we provide a proof of Proposition 12 in the
Appendix.

Using this, we can give the:

Proof (Proof of Theorem 12) Let δ > 0. For i = 1,2,3, . . ., define Γ(i)∗ to be the set
of all points y ∈ Γ∗ such that the conclusion of Lemma 8 holds true with ε = 1/i
and ρ = 1/i. Observe that Γ∗ =

⋃
i Γ
(i)
∗ . For each j = 1,2,3, . . ., define

Γ
(i, j)
∗ = {x ∈ Γ(i)∗ : ( j − 1)/i < Nw,x(0+) ≤ j/i}.

Observe that Γ∗ =
⋃

i, j Γ
(i, j)
∗ . Moreover, for every x ∈ Γ(i, j)∗ ,
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Γ
(i, j)
∗ ⊂ {y : Nw,y(0+) > Nw,x(0+) − 1/i}

and thus by Lemma 8 for every r ∈ (0,1/i] there exists a (n − 3)-dimensional plane
Lx,r of {xn = 0}, passing through x, such that

Γ
(i, j)
∗ ∩ Br (x) ⊂ {y : dist(y, Lx,r ) < δr}.

Since δ > 0 is arbitrary, by Proposition 12with E = Γ(i, j)∗ , we have dimH(Γ(i, j)∗ ) ≤ m,
and thus Γ∗ has Hausdorff dimension at most m. �

Relating the obstacle problem and the thin obstacle problem

A key idea in [19] is to notice that, if u is a solution to the obstacle problem, 0 is a
singular point, and we consider

w = u − p2,

where p2 is the blow-up of u at 0, then w behaves like a solution to the thin obstacle
problem.

Indeed, since ∆p2 = 1 then ∆w = −χ{u=0}, and therefore w solves
−∆w = 0 in B1 \ {u = 0}
−∆w ≥ 0 in B1

w ≥ 0 on {p2 = 0}.

When p2 is of the form p2(x) = 1
2 (xn)

2, then as we rescale w closer and closer to the
origin, it turns out that {u = 0} becomes closer and closer to {p2 = 0} = {xn = 0},
and thus w becomes closer and closer to a solution to the Signorini problem (or
simply an harmonic function if {p2 = 0} is too small).

To make this argument precise, we need the following.

Proposition 13 Let u be a solution to the obstacle problem in B1, and assume that
0 is a singular point. Let p2 be the blow-up of u at 0, and let

w := u − p2

and

Nw(r) :=
r
∫
Br
|∇w |2∫

∂Br
w2

. (37)

Then for all r ∈ (0,1) we have Nw(r) ≥ 2 and

N ′w(r) ≥
2
r

(
r
∫
Br

w∆w
)2( ∫

∂Br
w2)2 ≥ 0, ∀r ∈ (0,1).
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Proof Let
H(r) = r1−n

∫
∂Br

w2, D(r) = r2−n
∫
∂Br

|∇w |2.

Then, we have
H ′(1) = 2

∫
∂B1

wwν

D′(1) = 2
∫
∂B1

w2
ν −

∫
B1

(x · ∇w)∆w

D(r) =
∫
∂B1

wwν −

∫
B1

w∆w

We first claim that
D(r) ≥ 2H(r).

Indeed, thanks to Weiss’ monotonicity formula (Theorem 3) we have

0 ≤ Wu(r) −Wu(0+) = Wu(r) −Wp2 (r)

= (Exercise)

= r−2−n
∫
∂Br

|∇w |2 − 2r−3−n
∫
∂Br

w2

=
1
r4

(
D(r) − 2H(r)

)
,

and thus the claim follows.
On the other hand, since

Nw(r) =
D(r)
H(r)

we then have

N ′w(1) =
D′(1)H(1) − H ′(1)D(1)

H(1)2

=
2
( ∫
∂B1

w2
ν −

∫
B1
(x · ∇w)∆w

) ∫
∂B1

w2 − 2
∫
∂B1

wwν
( ∫
∂B1

wwν −
∫
B1

w∆w
)

H(1)2

= 2

∫
∂B1

w2
ν

∫
∂B1

w2 −
( ∫
∂B1

wwν
)2
+ rest

H(1)
.

where

rest : =
(∫

B1

w∆w

) (∫
∂B1

wwν

)
−

(∫
B1

(x · ∇w)∆w
) ∫

∂B1

w2

=

(∫
B1

w∆w

)2
+

(∫
B1

w∆w

)
D(1) −

(∫
B1

(x · ∇w)∆w
)

H(1).
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But now recall that ∆w = −χ{u=0} and (x · ∇w) = −2x · ∇p = −2p on {u = 0}
thus we obtain∫

B1

w∆w =

∫
{u=0}∩B1

p ≥ 0
∫
B1

(x · ∇w)∆w = 2
∫
{u=0}∩B1

p ≥ 0

Using this we get

rest =
(∫

B1

w∆w

)2
+

(
D(1) − 2H(1)

) ∫
{u=0}∩B1

p ≥ 0,

where we used that D(1) ≥ 2H(1). �

The previous proposition allows us to show the following. Recall that the sets Σk
were defined in (29).

Corollary 4 Let u be a solution to the obstacle problem in B1, and assume that 0 is
a singular point. Let p2 be the blow-up of u at 0, and let

w := u − p2

and
wr (x) :=

w(r x)
r (1−n)/2‖w‖L2(∂Br )

. (38)

Then, wrj → q in L2
loc(R

n) along a subsequence rj → 0, and:

• If 0 ∈ Σn−1, then we have that q is a homogeneous solution to the Signorini
problem of degree > 2.

• If 0 ∈ Σk , k ≤ n − 2, then we have that q is a homogeneous harmonic function of
degree ≥ 2.

Moreover, we also have the following.

Proposition 14 Let u be a solution to the obstacle problem in B1, and assume that
0 is a singular point. Let p2 be the blow-up of u at 0, and let

w := u − p2

and Nw(r) be given by (37).
Assume that Nw(0+) ≥ κ. Then, the quantity

1
rn−1+2κ

∫
∂Br

(u − p2)
2

is monotone nondecreasing for r ∈ (0,1).

Proof Denote, as before,
H(r) = r1−n

∫
∂Br

w2.
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Then,
d
dr

{
1

r2κ H(r)
}
=

1
r2κ+1

(
rH ′(r) − 2κ H(r)

)
.

Now, using that

Nw(r) =
D(r)
H(r)

=

1
2rH ′(r) − r2−n

∫
Br

w∆w

H(r)
,

that w∆w ≥ 0, and that Nw(r) is monotone, we have

κ ≤ Nw(0+) ≤ Nw(r) ≤
1
2rH ′(r)

H(r)
.

This yields rH ′(r) ≥ 2κ H(r), and the result follows. �

Notice that the previous result is an improved Monneau-type monotonicity for-
mula, which gives a finer information at singular points whenever κ > 2.

Finally, it was proved in [19] with a dimension reduction argument that the
following holds.

Theorem 13 Let u be a solution to the obstacle problem in B1. Let p2,x0 be the
blow-up of u at x0, and let

wx0 (x) := u(x0 + x) − p2,x0 (x)

and

Nw,x0 (r) :=
r
∫
Br
|∇wx0 |

2∫
∂Br

w2
x0

.

Then, outside a set of Hausdorff dimension n − 3, we have Nw,x0 (0+) ≥ 3.

Notice that the analysis is quite different in Σn−1 or in Σk for k ≤ n − 2. In the
first case, one must show that the set of points x0 ∈ Σn−1 at which the blow-up of
wx0 is a solution to the thin obstacle problem with homogeneity in the interval (2,3)
is small. This is very similar to what happens in Theorem 12. In the second case,
instead, one must show that the set of points x0 ∈ Σk at which the blow-up of wx0 is
homogeneous of degree 2 is small, and the corresponding argument is different.

As a consequence of Theorem 13, it was shown in [19] that the singular set is
actually contained in a C1,1 manifold, outside a (relatively open) set of Hausdorff
dimension n − 3.

Finally, an alternativeway to state the above result is that, outside a set ofHausdorff
dimension n − 3, we have

u(x) = p2,x0 (x − x0) +O
(
|x − x0 |

3) .
This gives the sharp rate of convergence of blow-ups for the obstacle problem in Rn;
we refer to [19] for more details.
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Apendix: Proof of Proposition 12

Proposition 12 will follow from the following.

Lemma 9 For every β > 0 there exists δ > 0 such that the following holds.
Let E ⊆ Rn such that for each x ∈ E and r ∈ (0,r0) there exists a m-dimensional

plane Lx,r , passing through x, for which

E ∩ Br (x) ⊂ {y : dist(y, Lx,r ) < δr}.

Then,Hm+β(A) = 0.

Proof By a covering argument, we may assume that E ⊆ B1 and 0 ∈ E . By
assumption, there exists a plane L0,1 such that

E ∩ B1 ⊂ {y : dist(y, L0,1) < δ}.

Cover L0,1 by a finite collection of balls {Bδ/2(zk)}k=1,2,...,N where zk ∈ L0,1 for each
k and N ≤ Cδ−m. Observe that {Bδ/2(zk)}k=1,2,...,N covers {y : dist(y, L0,1) < δ}
and thus covers E ∩ B1. Throw away the balls Bδ/2(zk) that do not intersect E . For
the remaining balls, let xk ∈ A ∩ Bδ/2(zk). Now {Bδ(xk)}k=1,2,...,N covers E ∩ B1,
xk ∈ E , with N ≤ Cδ−m, and thus Nδm+β ≤ Cδβ ≤ 1/2, provided that δ > 0 is
small enough.

Now observe that we can repeat this argument with Bδ(xk) in place of B1 to
get a new covering {Bδ2 (xk ,l)}l=1,2,...,Nk

of E ∩ Bδ(xk) with Nkδ
m+β < 1/2. Thus

{Bδ2 (xk ,l)}k=1,2,...,N , l=1,2,...,Nk
covers E with xk ,l ∈ E and

∑N
k=1 Nkδ

2·(m+β) <
(1/2)2. Repeating this argument for a total of j times, we get a finite covering
of E by M balls with centers on E , radii = δ j , and Mδ j(m+β) < (1/2)j . Thus
Hm+β(E) ≤ C(1/2)j for every integer j = 1,2,3, . . .. Letting j → ∞, we get
Hm+β(E) = 0. �

Proof (Proof of Proposition 12) It follows from Lemma 9 and the definition of
Hausdorff dimension. �
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